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SUMMARY 

1 he computer sciences have had a major impact on research and 
development in the physical sciences and engineering over the past several 
decades.    Their influence on biological research has developed les- rapidly 
Computer sciences have assumed a more important, role in biological and 
medical research as hardware has become more sophisticated, more widely 
available,  and as its capabilities have been appreciated.    The applicability of 
computers to many facets of biological research is on the threshold of further 
advances because these applications appear to be maximally efficient and 
useful at minimized costs.    However,  monetary constraints over the next 
several years may delay the extent to which further applications are pursued 
Jhere is a need for improved mechanisms of communication between life 
scient -MB with limited computer knowledge and computer scientists with the 
expertise required to address topics in biological research.    IVlore emphasis 
on biomathematics as a bridge between the life sciences and the computer 
science« could lead to significant progress in the next several decades 
However,  this will require, emphasis on and support of interdisciplinary 
efforts in these two research fields. 
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I.    [NTRODUCTION 

Computer science has expanded at a phenomenal rate over the past 
thirty yean and has made significant impact upon virtually all facets of 
modern civilization.    The (»volution of analog and digital computers and 
computer systems with extensive storage and retrieval capacities has 
influenced suhstantially research and development in the physical sciences, 
engineering,  and technology.    However,  their importance in hiological 
research has been relatively slow in developing despite the observation of 
I.edley   (1965)  that perhaps the greatest utilization of computers would be 
in the biomedical sciences. 

Computers and computer systems essentially amplify and extend 
man's capacity to process information.    They perform operations that are 
not otherwise feasible because of time limitations; and once programmed 
they can operate in a self-directed manner.    Most computers and computer 
systems are conceptually similar in that; 

• they manipulate data in accordance with programmed 
instructions involving given steps and procedures; 

• the data processed by the hardware have evolved from 
extensive collection processes and frequently are 
subjected to prior processing; 

• they perform logic operations at high speeds; 

• they can store and retrieve data and the capacity to 
do so is a function of their size; 

• they are capable of communication with their operators 
as well as with other computers; 

• they are accurate and the error rate per total number 
of operations is essentially zero. 

An excellent example of how computer technology assisted in 
approaching a biological problem is the analysis of amino acid content of 
proteins.    Dayhoff (1972) has collected data on 57,000 amino acid residues 
of proteins from 176 different taxonomic groupings of plants and animals. 
Computer analyses of these data on similarities and differences in amino 
acid sequences have been used in developing patterns of possible evolu- 
tionary relationships among organisms.    A computer model of the point 
mutation process has been developed from this data base.    Analysis of the 
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similarities and difforonces in the structure of cytochrome C and Ca by these 
computer based techniques has led to modifications in modern concepts of 
evolution and phylogeny of plants and animals. 

It is obvious that developments in computer science and technology 
have resulted from continued massive federal support by numerous agencies 
(Moraff,  1!»74).    A significant percentage of this support evolved from the 
early recognition by the military and engineering communities that computers 
increase productivity when skilled manpower is limited and that they have 
the capacity to handle otherwise unmanageable large-scale programs or 
data.    For example,  development of minicomputers and microprocessors 
has been spurred by the needs for portable and on-board facilities in aero- 
space and military equipment.    IVIore recently,  these types of hardware 
have been incorporated into larger systems as modular subunits (e.g., the 
PLURIBUS system being developed by Bolt,  Beraneck and Newman,  Inc., 
Cambridge,  Massachusetts).    The advantages of such systems include the 
relatively low cost and high reliability of minicomputers as well as the 
ability of the subunits to function independently,  if necessary. 

On the other end of the spectrum,  computer networks and time- 
sharing central facilities were first proposed,   supported and developed by 
the military.    The Defense Advfnced Research Projects Agency alone 
invested approximately 20 million dollars to set up one of the first network 
facilities (ARPANET) which is still a model for computer networks.    As of 
1974,   ARPANET is limited to a number of ARPA-supported research groups 
and several Department of Defense agencies but the interest in the potential 
of this system in life sciences research has been recognized (Heart,  1974). 
Other federal agencies are also heavily committed to use of computer systems 
and networks.    A compilation of all data bases and related software available 
from 60 federal agencies has been published recently (National Technical 
Information Service,  1974). 

Recognition of the potential utility of computers in biological 
research is demonstrated by the number of conferences,  reports and 
symposia on this subject in recent years.    Expanding use as research 
tools in planning,  implementing,   and analyzing biological studies suggests 
that even more new vistas are emerging.    This report is a review of 
certain current applications of computer science and large-scale data 
handling technology to research in the life sciences; several areas of 
research that may be consistent with DARPA research goals are suggested. 
[1 focuses upon the use of computers in the basic areas of the biological 
science; however, specific applications in medical research and develop- 
ment are outside the scope of this report. 

-  10 
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II.    OVERVIEW OF CURRENT APPLICATIONS 

In computer science,  as in other disciplines of science and technology, 
three conceptual levels of activity are evident:   invention,  innovation,  and 
diffusion.    Invention and discovery are related to the fundamentals of com- 
puter science and development of conceptually new types of hardware that 
form the basis of the ability to rapidly manipulate,  store and retrieve sym- 
bols.    Innovation refers to the first application of hardware,  a system or 
specific techniques; diffusion involves continued application and extension 
of innovation to a broader base of issues and problems.   It seems logical 
to suggest that much of the potential for computers in the life sciences has 
involved and will continue to include innovation and the subsequent applica- 
tion,  or diffusion of knowledge,  into more aspects of biology and medicine 
at many levels. 

Computers and related systems have made significant contributions 
to experimental and theoretical aspects of scientific research.    Theoretical 
calculations derived from a model or example of some biological phenomenon 
provide a set of values against which experimentally derived data can be 
compared.    Based on data analysis,  either the theoretical model or experi- 
mental design can be manipulated to provide a better understanding of the 
bewildering array of dependent and independent variables inherent in bio- 
logical systems.   Within the biological sciences, computers are being used 
in model formulation,  analysis,  and statistical compilation and projection. 

In experimental protocols,   computers are used widely: 1) real time 
automatic control,  2) sequencing of experimental procedures,   3) monitoring 
critical steps, and 4) the introduc+ion of feed-back control.   For example, 
with these techniques,  simultaneous analyses of multiple enzyme systems, 
numerous physiologic parameters,  and complex behavioral patterns are 
now possible.   Such areas of research heretofore impossible because of 
technologic limitations now are feasible.    In addition,  both analog and 
digital computers are useful in data computation,  reduction,  analysis,  and 
comparison.   The speed, memory capacity,  and ability of these instruments 
to manipulate artificial symbols such as numbers in "real time" have mark- 
edly enhanced the ability of investigators to perform accurate,  reproducible, 
and complex experiments.   Indeed,  the concept of the Laboratory Instru- 
ment Computer (LINC), one of the first systems developed 15 years ago by 
biologists for use in biological research, led to more advanced and less 
expensive computer systems. 
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A substantial portion of current and accomplishrd research efforts 
have been reviewed in the multivolume series.  Computers in Btomedical 
Hesearch (Stacy and Waxman.  1965,1969,1974).    Certain applications and 
potential uses of computers from the life scientists' viewpoint were reviewed 
in Biology and the Future of Alan,  a comprehensive treatise of the National 
Academy of Sciences (Handler.  1970).    Finally,  the Federation of American 
Societies for Experimental Biology,  together with the National Science Founda- 
tion and the National Institutes of Health,   recently sponsored a comprehen- 
sive conference on many aspects of the use of computers as research tools 
in the life sciences.      In his summary of this conference, Siler (1974) con- 
cluded that a number of significant contributions to research in the life 
sciences had been made through use of computers.    These include: 

• 

• 

• 

• 

understanding the structure and function of biologically 
active macromolecules by me^ns of computer graphics, 
information storage,   retrieval and analysis; 

development of minicomputers with specific functions 
in controlling and sequencing experimental procedures; 

availability of ramified and sophisticated statistical 
programs for data computation,  reduction,  analysis and 
comparison; 

development of computer systems with rantiom access 
memory and error correction capabilities for study of 
causality and intentional activity in biological systems; 
and, 

production of systems and computer networks with 
human speech understanding capabilities for a wide 
rangs of biological studies. 

The most important contributions may come from the use of computer 
hardware in evolving new approaches to the understanding of the multifac- 
torial components of cell life,  complex interactions at the organismal and 
ecological levels,  and complex aspects of human behavioral patterns. 
Considerable experimentation and theoretical modeling can be done most 
effectively with computers.    However,  the costs and benefits of these 
approaches must be justified.    The cost of access to computer networks or 

• 

The Conference on the Computer as a Research Tool in the Life Sciences 
(Lindberg,   1974) was published in the December,   1974 Federation Proceed- 
Ings.    Copies were provided to the sponsoring agency with the report.    Addi- 
tional copies are available from Federation Proceedings, Subscription 
Department,  9650 Rockville Pike.   Bethesda,  Maryland 20014 at $5.00 each 
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acquisition of minicomputers must be considered in relation to their utility 
in enhancing research.   Many scientists in the biological disciplines have 
limited experience in this aspect of research planning.    Another serious 
handicap to the widespread effective use of computers lies in the lack of 
adequately trained biomathematicians who can bring the capabilities of 
computer science to bear on issues confronting the life scientist. 
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111.    OPPORTUNITIES FOR APPLICATIONS OF COMPUTERS IN THE 
BIOLOGICAL SCIENCES 

The following paragraphs outline opportunities for research annli 
cations ol available computer technology and suggest possible resea-hh 
computer techniques in the biological sciences. ^The order of presemation 

A. PATTERN RECOGNITION 

1"   MA?70r nl0leC^leS rCqUlreS addmonal data borage ca^acitT   To 
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in specific proteins (Dayhoff,  1974) and structure of nucleic acids and their 
derivatives, e.g., the calcium salt of guanosine 3',  S'-cytodine monophos- 
phate (Langridge,  1974).    Drug concentrations in tissues and plasma can 
be predicted from single or multiple measurements by computerized solu- 
tion of systems of differential equations.    For example,  Mclnms et al. 
(1973) have developed a multicompartment model by computer simulation to 
establish optimal dose regimens for the drug, digoxin.    The interfacing of 
computers with gas chromatography and mass spectrometry provides 
another opportunity to collect meaningful data from minute biological speci- 
mens.    Accurate qualitative and quantitative assessments of substances at 
the subpicogram level are now feasible with such instruments. These tech- 
niques could be used to monitor or predict the metabolic fate of either drugs 
that affect human performance or naturally occurring substances that reflect 
changes in body functions,  e.g.,  hormone and phospholipid levels in the 
blood during stress. 

Sacco et al. (1972) have used pattern analyses on body subsystems 
to develop time-sequence projections or forecasts of patient conditions.    By 
projecting data on blood pressure, hematocrit, fibrinogen,  as well as blood 
serum potassium,  creatinine and osmolarity, they were able to develop a 
set of projective criteria from physiological and biochemical parameters that 
characterized the overall deviation from normal for severely injured patients. 

While the authors indicated applications of their techniques to 
certain medical situations such as triage, it is evident that similar approaches 
to mathematical analyses of changes in specific physiological parameters may 
be useful in studying human performance and response to stressful situations. 
For example,  changes in catecholamine excretion and serum phospholipid 
levels are known to follow abrupt alterations in work-rest cycles or critical 
tactical operations.   The techniques of pattern recognition developed by 
Sacco et al. (1972) may provide an opportunity to address current military 
needs for a fresh approach to prediction of human performance from bio- 
chemical and physiological data. 

A number of computer-assisted studies of electrophysiological 
phenomena have provided techniques and approaches that were heretofore 
impossible.    For example,  it is well known that signals from the electro- 
cardiogram (ECG), electroencephalogram (EEG) and electrooculogram (EOG) 
provide quantitative and qualitative data on basic biological processes as 
well as responses to external stimuli.    A recent report (Anonymous,  1974b) 
noted that Mason has perfected a procedure for estimation of the eye fixa- 
tion point and tracking vigilance over time from the EOG of sonar operators. 
Computerized data processing of EOG records provides a reproducible 
method of calculating eye fixation time,  visual field sampling patterns, 
target fixation data,  and acquisition speed of such operational skills. 
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Using both in-bouse computer facilities and ARPANET,  Vidal (1974) 
investigated the possibility of using electroencephalographic data in 
operant conditioning of various aspects of decision-making in man-machine 
communication situations.    Recent studies have focused on development of a 
model for the phenomena of evoked responses in the EEG based on sequential 
events of short duration in the bioelectric potentials.    Computer analyses of 
EEG records have identified candidate EEG p£tterns that appear to reflect 
the retinal processing of red,  green,  and blue receptors.    These observa- 
tions indicate that the trichromatic receptive processes of the foveal cone 
cells are being reflected in distinct patterns of electrical potential in the 
scalp which are identifiable in topological dimensionality analyses.    Vidal 
(1974) believes that a combination of short event detection with observations 
of amplitude changes at selected times will provide encoding of the evoked 
response in a particularly economical manner.   If this model is accurate, 
then components of the EEG could be reinforced naturally in a man-machine 
communication scheme analogous to operant conditioning.    Reinforcement 
could be useful in certain aspects of training for critical performance in 
tasks such as operation of sonar equipment. 

Orr et al.  (1974) have identified patterns of ultradian rhythms in 
heart rate and performance measurements of normal subjects required to 
perform a standardized vigilance visual-motor response task for periods 
as long as 48 hours.   Using complex demodulation analyses of ECG and 
motor responses developed by Orr and Hoffman (1974) they observed changes 
in individual ultradian patterns over time that were indicative of cumulative 
effects from stress of sleep deprivation and continuous vigilance.    The 
complex demodulation technique is essentially computer-assisted analog 
band-pass filtering.    This method of analysis provides both phase and 
amplitude data throughout any time series of choice.    Modulation of a 
frequency band can be studied in the time domain of interest for the duration 
of the measurement period. 

Hegge referred* to subsequent studies in which he and his colleagues 
monitored the EOG, EEG, ECG, and the electrogastrigram of normal subjects 
and drug addicts during withdrawal.    Preliminary data analyses by related 
complex demodulation techniques suggest that there are a number of normal 
ultradian phenomena with a periodicity of 50 to 120 minutes.    These investi- 
gators believe that ultradian rhythms may be labile,  and may be compressed 
in time with stress.    If this hypothesis is correct,  then ultradian rhythmicity 
may be an important aspect underlying human performance,  vigilance,  and 
sustained activity.    Alterations in periodicity of ultradian rhythms,  if 
measurable, might serve as an indication of the impact of stress on indivi- 
duals in critical operations or situations. 

-Meeting January 15,  1975 held at Life Sciences Research Office,  FASEB. 

-  17   - 

. .. 



■     ■^  "^31 

B. CELL IMAGE ANALYSIS 

Automated analyses of cell populations on the basis of size,  shape, 
surface morphology and density has been a goal of cytologists for several 
decades.    One of the earliest systems developed utilized optical density 
frequency distribution patterns,  but was limited by system capacity to ade- 
quately classify and identify the cells ^Prewitt and Mendelsohn,  1966). 
Recently,   Lemkin et al. (1974) and Carman et al. (1974) have reported the 
development of a real time picture processor for use in Cytologie identifica- 
tion.   The major component of this system is the processing unit that pro- 
vides rapid serial digital processing of digitized gray scale images by 
special purpose hardware containing image buffer memories as well as 
fast addressing programs.   Because this system handles gray scale data, 
rather than binary black and white images,  a larger set of image patterns 
can be generated,  stored, analyzed, and identified.   Such systems will be 
extremely useful in research programs requiring extensive analyses of cell 
populations. 

C ARTIFICIAL INTELLIGENCE 

i( Newell (1973) has recently reviewed the subject of "artificial intel- 
ligence" with respect to the development of this area of computer science in 
the past several decades.    He suggests that the concept of artificial intelli- 
gence is not yet firm and cannot be clearly defined.    He indicated that there 
are three conceptual approaches to artificial intelligence that prevade con- 
temporary research.   These include: 

• the use of artificial intelligence to model, as well as 
explore,  intellectual functioning; 

• the use of artificial intelligence to test and generate 
approaches to systems of cause and effect or rela- 
tionships; and, 

• the theoretical,  psychological approach, which involves 
theoretical modeling of contemporary theories of 
human behavior. 

One practical result of research in this aspect of computer tech- 
nology is the development of speech understanding systems.   According 
to Reddy (1974),  by the early igSO's, systems with speech-understanding 
capabilities such as the Hearsay system being developed at Carnegie- 
Mellon University will be available for laboratory and field use.   On the 
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Miniaturization of components and expansion of microprocessor 
capabilities have already made significant impact in the computer sciences 
(Ackley and Nardello.  1973; Bogle et al..  1973).    Initially based on circuitry 
allowing simultaneous processing of four bits,  recent advances in micro- 
processor technology have resulted in production of circuits capable of 
handling 8 and 16 bit word lengths.    Even more advanced circuitry is 
becoming available.    These developments as well as cost reductions in 
fabrication suggest that a wide range of applications for microcomputers will 
become more feasible as initial investment costs are further reduced. 

Miniaturized computer systems have already been incorporated 
into sophisticated laboratory instruments with considerable success. 
For example, high speed general-purpose oscilloscopes, gas chromatographs, 
and distance measuring devices and microprocessing capabilities are commer- 
cially available.    The development and wider availability of such microcom- 
puterized research instrumentation will have considerable impact on research 
in the biological sciences (Rooinson,  1974). 

However, microprocessor systems are limited currently by the 
requirement that they be programmed in either machine or assembly lan- 
guage.    There is a need for higher level symbolic languages such as 
FORTRAN,   BASIC,   and specialized application languages such as SKED, 
that can be used with cross compilers and cross  assemblers.   Because the 
majority of research investigators are not skilled in currently available 
microprocessor languages,  the potential benefits from use of these systems 
is, at present, closely related to availability of programs and programmers. 

It is recognized that development of higher level symbolic languages 
will involve considerable cost with low profitable return on the investment. 
The same issue was evident during the development of minicomputer language 
systems.    The experience gleaned from that phase of development in computer 
science should be applicable to the current situation in regard to micro- 
processor language systems.    Experience suggests that additional federal 
or industrial support will be required. 

The early experiments with computer networking clearly established 
that scientists can use program systems over great distances.    The SUMEX 
machine on TYMSHARE and ARPANET is an example of one effort to get 
specific programming systems ready for network use.    Heart (1974) reported 
that there is considerable imerest in using the ARPANET by life sciencco 
research groups both within the government as well rs among other user 
organizations.    He concluded that access to the ARPANET would be benefi- 
CU1 to investigators in the biological sciences,  particularly in relation 
to their objectives in gaining experience in sharing a resource such as 
ARPANET.    The capacity for communication within this system is currently 
unavailable to many research programs in the biological sciences. 
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Heart (1974) called attention to the possible use of network facilities 
such as ARPANET in ameliorating the duplicative needs for expensive and 
specialized resources that are becoming essential to large-scale research 
efforts in many biological disciplines.    A network and its attendent technology 
provides a convenient cost-effective method of sharing large data bases, 
storage,   retrieval and analyses of data from sources isolated in time or by 
geography, and,  specialized software packages to support research in 
particular fields.    Programs that provide information exchange among 
systems within networks are also required.    Current work on a graphics 
protocol for ARPANET suggests that the difficulties may be due to hardware 
incompatibility.    Limitations in software compatability can bo overcome as 
sematic protocols are developed for interaccessibility of data bases from 
different disciplines utilizing network facilities. 

It is recognized that a number of networks and shared facilities with 
impact on the life sciences are already operational.   MEDLINE, a network 
facility of the National Library of Medicine,  provides a powerful bibliographic 
system for the medical sciences.   There is no such extensive network system 
in the other biological disciplines that is readily accessible to so large a 
number of separate terminals and users at minimal cost.    Computer systems 
such as PROPHET.  MIRACLE,  CHEMCON. and CRYSNET are examples of 
advanced technology in specific areas of current research (Heart,  1974; 
Raub, 1974).   There are opportunities for use of networks and shared facil- 
ities in the biological sciences and the financial aspects of such technology 
favor widespread development of these types of computer systems. 

In summarizing a recent symposium on this topic,  Wilson (1974) 
concluded that additional efforts are needed in: 

•    "making networking available to smaller, less sophis- 
ticated users, which will require handholding: now, 
too often,  the rich get richer; those who are already well 
endowed with computer access get more through net- 
working; 

overcoming of political,  organizational,  and economic 
impediments; encouragement and subsidy of protocol 
development and standardization of access,  even across 
different networks; 

bringing specialized and discipline-oriented computing 
centers into sophisticated networking, for example 
the Health Sciences Computing Facility, the National 
Center for Atmospheric Research,   Lawrence Berkeley 
Laboratory,  Brookhaven National Laboratory,  and so on; 
in addition,  serious consideration should be given to 
implementation of new discipline-oriented centers now 
made practical by networking. " 
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Ideally,  syntlosis of the advantages of networks with recent develop- 
ments in microcomputer capabilities could lead to a handheld personal com- 
puter for the working nonprogrammer life scientist.    Such a terminal could 
act as an interface with multiple laboratory instruments for data collection; 
run routine data analysis; function as a network terminal providing access 
to data bases and other information.    This concept of a personalized com- 
puter with network access could also function as a point of origination and 
reception for network dissemination of scientific publications. 

TECHNOLOGY TRANSFER 

The National Aeronautics and Space Administration (NASA) and the 
former Atomic Energy Commission (now a part of the Energy Research and 
Development Administration) have established a Technology Utilization 
Program for dissemination of informatio.i on technological developments 
which have potential utility outside the aerospace and nuclear sciences. 
The Technology Utilization Program monitors a number of areas of research 
including the computer sciences.    Because NASA has long played a leading 
role in supporting the computer sciences,  numerous potential applications 
are frequently identified in the publications of the Technology Utilization 
Program (National Aeronautics and Space Administration,  1974). 

-   22   - 

■ --■ 



IV.    CONCLUDING STATEMENT 

Siler (1974) indicated that there is a unanimity of opinion that the 
utility of computers in many facets of biological and biomedical research 
was now at the threshold of further advances because such uses are efficient 
and fiscally within reasonable costs based on the benefits derived.    However, 
fiscal constraints over the next several years may significantly affect the 
extent to which further applications are pursued.    As investigators become 
more aware of the potential of computers and computer systems in the 
biological sciences,  research administrators should recognize the impor- 
tance of support for these efforts (Davis,  1974). 

The scope of computer science is so broad and complex that it is 
not possible for any one individual to grasp the large number of current 
research efforts in this field.    Knowledge concerning computers and their 
capabilities is dispersed nonuniformly among a limited but growing number 
of experts.   The discipline needs to be better organized in ways that will 
permit more effective education of life scientists capable of effectively 
utilizing computer science and technology. 

Experts in the fields of computer science and artificial intelligence 
may be constrained by lack of knowledge in specific disciplines of biology. 
Biologists frequently are limited by lack of knowledge or facilities to 
manipulate concepts and data.    There are a number of instances where 
careful collaboration between computer scientists and bioscientists 
have produced results which neither could attain individually.    This points 
to the need for individuals who see as their scientific function the bringing 
together of computer techniques and biological problems.    The constraints 
of network use and the personal computer lead to not only special problems 
but also unique benefits. 

The individual,  functioning as a scientific interfacer,  should be 
capable of drawing on the resources of the network to synthesize for the bio- 
scientist an environment which is a combination of capability in the personal 
computer of the bioscientist and capability in the network.   In its full 
development,  this type of synthesis would yield specially adapted programs 
in the personal computer for data collecting,  purifying,  and modeling- and 
protocols for accessing network aata searches,   bibliographic searching,   data 
validation and dissemination,  and scientific result publication.    In addition 
such a program could produce documentation or publication mechanisms 
specifically generated to reflect the needs of bioscientists. 

Saltzberg (1974) noted that much of the current work with computers 
in the life sciences was being done by groups of Investigators skilled in 
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- omputer science.    He concluded that a need exists for mechanisms and 
procedures whereby life scientists with limited computer knowledge could 
communicate  with  computer scientists who might  offer solutions  to 
particular problems  in biological  research.     It  has   been pointed out 
repeatedly that even with knowledge of computer programming,  hardware, 
and interfacing of equipment,  choosing a system to meet specific research 
needs is difficult and requires interdisciplinary efforts and support. 

Successful merging of the common interests of these two gro tps 
remains a challenge to both research communities (Saltzberg,  1974).    This 
challenge includes both diversion from productive research activities and the 
funding of initial costs.    There appears to be a need for more emphasis in 
biomalhematics per se as a bridge between the biologists with little computer 
expenibe and computer scientists who can apply their background in mathe- 
matical modeling to the life sciences. 

Siler (1974) reiterated this thought in his concluding rr-marks at 
the symposium,  stating that if the use of computers in the life sciences is 
to be successful as a science rather than an art form,  then training of life 
scientists should include training in biomathematics and biostatistics as 
well as in computer techniques.    Further, he noted that there is a critical 
need for training of biomathematicians knowledgeable in the basic principles 
of the life sciences,  deVrministic and stochastic mathematical techniques, 
and in computer methods because these scientists would be competent to 
train life scientists in these quantitative techniques. 

There are a number of obstacles to such extensive and expensive 
training programs and to supporting financially further applications of 
computer 5 to problems in biology.    However,  many experts have pointed 
out that it is not possible to assess what this lack of opportunity for such 
training cr absence of fiscal support arc costing the nation in terms of 
missed discoveries,  inadequately interpreted data,  and time lost in tedious 
and perhaps unnecessary experimentation. 
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